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Throughput Enhancement of Full-Duplex CSMA
Networks Using Multiplayer Bandits

Jingwen Tong, Student Member, IEEE, Liqun Fu

Abstract—This article studies the network-level throughput of
a full-duplex (FD)-enabled CSMA network, considering the link’s
transmit power (TP) control, carrier-sensing threshold (CST)
adjustment, and logarithm access intensity (LAI) adaptation.
With the FD technique, a transmitter-receiver pair can trans-
mit and receive simultaneously in the same frequency band.
We aim to find the best combination of TP, CST, and LAI
for each link to maximize the FD-CSMA network through-
put. However, adjusting each link’s TP and CST will change
the network’s carrier-sensing relation or contention graph, con-
sequently leading to a computationally intractable network
optimization problem. On the other hand, it is difficult to jointly
optimize these three parameters in a fully distributed network.
To overcome these, we first decompose this network optimization
problem into two subproblems: 1) a joint control and scheduling
problem in the transport- and media access control (MAC)-layer
and 2) a parameter selection problem in the PHY-layer. Then,
the multiplayer multiarmed bandit (MPMAB) framework has
been introduced to address this problem by solving the two
subproblems alternately. We put forth a fully distributed algo-
rithm, named the stochastic and adversarial optimal FD-CSMA
(SAO-FD-CSMA) algorithm, to solve the MPMAB problem by
taking advantage of the optimization tool and the bandit theory.
The numerical results show that the proposed algorithm outper-
forms the state-of-the-art bandit algorithms and can improve the
network throughput by 43% compared with the random selection
method.

Index Terms—CSMA, full duplex (FD), multiplayer multi-
armed bandit (MPMAB), stochastic and adversarial optimal
FD-CSMA (SAO-FD-CSMA) algorithm.
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I. INTRODUCTION

ARRIER-SENSING multiple access with collision
C avoidance (CSMA/CA), which coordinates multiple-
users’ transmissions on the same channel, is a widely used
random media access control (MAC) protocol in distributed
communication systems [1]-[4]. The conventional CSMA
networks are normally built on half-duplex (HD) radios.
Recently, full duplex (FD), which enables a node to receive
and transmit simultaneously in the same frequency band, has
been considered as a new technique to boost the network
throughput in future wireless systems [5].

The study of FD-enabled CSMA networks has attracted
much research attention in recent years [6]-[10]. Compared
with the traditional HD-CSMA networks, there are two dis-
tinct features in FD-CSMA networks. The most worthwhile
feature is imperfect self-interference cancelation, which is the
major problem that causes an FD-enabled link to prevent dou-
bling its transmission rate. Particularly, when a link employs
a high transmit power (TP), the impact of the residual self-
interference (RSI) can be more severe [9]. The other feature is
that an FD-link’s spatial interference footprint is much heavier
than an HD-link [8]. The reason is that an FD-link with two
concurrent active nodes will cause a large carrier-sensing and
interference range. As a result, the spatial reuse (SR), which
allows multiple links to communicate concurrently in a lim-
ited area, is decreased. Furthermore, this influence can be more
serious when the network density is high [10].

In light of the above problems, this article focuses on
improving the network-level throughput of an FD-CSMA
network by considering TP control, carrier-sensing thresh-
old (CST) adjustment, and logarithm access intensity (LAI)
adaptation. The ideas are that:

1) changing TP can reduce the interlink interference or

improve the transmission rate;

2) adjusting CST can increase the number of concurrent
transmission links;

3) tuning LAI can influence the CSMA parameters, which
changes the proportion of each link’s transmission per-
unit time.

However, adjusting each link’s TP and CST will change
the carrier-sensing relation or contention graph, leading to
a computationally intractable network optimization problem.
On the other hand, it is difficult to jointly optimize these
three parameters in a fully distributed network. To overcome
these, we decompose this network optimization problem into
two subproblems: 1) joint control and scheduling problem in
the transport- and MAC-layer (i.e., subproblem 1) and 2) a
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parameter selection problem in the physical (PHY)-layer (i.e.,
subproblem 2).

For the joint control and scheduling problem, a fully dis-
tributed HD-CSMA algorithm has been introduced in [11]
to achieve the optimal performance by adaptively tuning the
LAI parameter. Furthermore, Xie and Zhang [7] extended
this algorithm to the FD-CSMA network along with some
modifications to the CSMA protocol. For the parameter
selection problem, many works consider the TP and CST
selection problem in the HD-CSMA network. Gurses and
Boutaba [12] and Yang et al. [13] investigated the multihop
HD-CSMA networks capacity by considering the TP, CST, and
medium access probability of p-persistent CSMA adjustment.
Kim et al. [14] and Zhou et al. [15] targeted on improving
the HD-CSMA network SR by tuning TP, CST, and data rate.
However, these papers suffer high computational complexity
caused by determining the feasible states repeatedly in the
contention graph [16] and require some information exchange
among links, increasing the system overhead. Therefore, it is
critical to jointly optimize the TP, CST, and LAI parameters
by solving these two subproblems efficiently, while maintain-
ing a low computational complexity and system overhead in
such a distributed network.

Recently, the multiplayer multiarmed bandit (MPMAB)
framework, which captures the exploration and exploita-
tion features among multiple players and actions, attracts
increasing research attention in the communication society,
such as resource allocation [17]-[19], and dynamic spectrum
access [20]. There are three types of MPMAB frameworks in
the literature.

1) All players have the same set of arms, two or more
players selecting the same arm will cause collision with-
out reward and the mean of the rewards at each arm is
different for different players.

2) All players have the same set of arms, two or more
players who select the same arm will cause collision
without reward, but the mean of the rewards at each
arm is the same for different players.

3) Each player has a different set of arms and independently
chooses an arm from its local backlog, and the rewards
of different players will not collide but may be relevant.

Most of the existing MPMAB works fall into the type 1) and
need some information passing among players to coordinate
their selection strategies.

In this article, we model subproblem 2 as an MPMAB
framework; while subproblem 1 is considered as a mechanism
that to produce the received rewards. In this MPMAB frame-
work, the players are the FD-enabled links, the arms are the
combinations of TP and CST, and the rewards are the links’
normalized throughput. It belongs to the type 3) since we
assume that each player has a private set of arms. Therefore,
the collision will not happen because each player indepen-
dently selects an arm from its local cache, and no information
exchange among links is required. A closely related work
was found in [21], considering the merits and demerits of
SR in dense HD Wireless Local Area Networks (WLANs) by
applying the MPMAB model. However, it only provide some
numerical results without any theoretical analysis. Unlike
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in [21], we give an upper regret bound for the proposed
algorithm and clarify that the environment of this MPMAB
problem is between stochastic and adversary. Moreover, we
focus on improving the network-level throughput of an FD
CSMA network by jointly considering TP, CST, and LAIL

We first design an optimal FD-CSMA algorithm for the sub-
problem 1 at each link to produce the received rewards. It turns
out that the optimal FD-CSMA algorithm can converge to the
optimal LAI by using a simple subgradient method [11]. Then,
a stochastic and adversarial optimal (SAO) algorithm has been
proposed for the subproblem 2 to find the best TP and CST
pair for each link. The SAO algorithm will converge when
the time horizon T is sufficiently large. At last, we put forth
a stochastic and adversarial optimal FD-CSMA (SAO-FD-
CSMA) algorithm to approximately address the throughput
maximum problem by solving the subproblem 1 and the sub-
problem 2 alternately. In other words, the SAO-FD-CSMA
algorithm is a combination of the optimal FD-CSMA algo-
rithm and the SAO algorithm. Therefore, it can converge to
the optimal LAI and the best combination of TP and CST,
while achieving a sublinear regret.

The main contributions of this work are summarized in the
following.

1) We study the network-level throughput of an FD-CSMA
network by considering the TP control, CST adjustment,
and LAI adaptation. We first formulate it as a util-
ity maximum problem by using the piecewise constant
rate and the continued time-reversible Markov network
(CTMN) models.

2) Thereafter, we decompose it into two subproblems, i.e.,
a joint control and scheduling problem in the transport-
and MAC-layer, and a parameter selection problem in
the PHY-layer. We propose an optimal FD-CSMA algo-
rithm for subproblem 1 and an SAO algorithm for
subproblem 2, respectively. By merging the above two
algorithms, we put forth an SAO-FD-CSMA algorithm
to address the network throughput optimization problem.

3) We give a convergence analysis for the optimal FD-
CSMA algorithm and derive an upper regret bound for
the SAO-FD-CSMA algorithm.

4) To evaluate the proposed algorithm, we design a dis-
crete event simulator (DESim) to realize the FD-CSMA
protocol.

The remainder of this article is organized as follows.
Section II summarizes the related work and Section III intro-
duces the system model. The problem formulation is given
in Section IV. In Section V, we present an SAO-FD-CSMA
algorithm for the throughput maximum problem. Section VI
analyzes the performance of the SAO-FD-CSMA algorithm.
Simulation results are presented in Section VII, and this article
is concluded in Section VIIIL.

II. RELATED WORK

There is a wide arrange of works that study achiev-
ing the optimal throughput for the CSMA networks, which
can be roughly classified into three groups, i.e., the
optimization-based optimal CSMA, the game theory-based
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Fig. 1. Scenario of an FD-enabled CSMA network.

optimal CSMA, and the machine learning-based optimal
CSMA. The optimization-based optimal CSMA was first con-
sidered by Tassiulas and Ephremides [22], where a maximal
weight scheduling (MWS) has been introduced to achieve
throughput optimum. But this centralized scheme requires to
solve a maximum-weight independent set, which is an NP-
hard problem [11]. To overcome this complexity, some low
complexity algorithms for certain interference models [23]
and low complexity algorithms that guarantee a portion of
the capacity region [24] or a worst case performance [25]
have been proposed. However, these approaches require cer-
tain information exchange among users, increasing system
overhead and implementation complexity. In 2008, a simple,
throughput optimally algorithm, called adaptive CSMA, was
introduced in [11] that no information passing among links
is required. Thereafter, increasing researches are interested
in this so-called optimal CSMA [2], [26]. A suboptimal
CSMA scheme has already been adopted for practical appli-
cations [27]. The game theory-based optimal CSMA was
considered in [4], [16], and [28]. For a survey of game
theory-based optimal CSMA, we refer authors to [28].

The machine learning-based optimal CSMA usually stud-
ies the objective of SR. Wilhelmi et al. [21] considered the
channel, TP, and CST selection problem in IEEE 802.11
WLANS by using the bandit theory. Before this article, [29],
with the same authors of [21], has investigated the SR in
wireless networks by using a variety of bandit algorithms,
including the e-greed algorithm, the upper confidence bound
(UCB1) [30], the exponential-weight algorithm for exploration
and exploitation (Exp3) [31], and the Thompson sampling (TS)
algorithm [32]. It states that the TS algorithm has the best
performance in the wireless networks (without CSMA proto-
col), thereby it was directly applied in [21]. However, we note
that the reward in the CSMA network is neither stochastic
nor adversary because of the complicated interactions among
links. As a result, the TS algorithm and the Exp3 algorithm
can not directly apply here, especially when the number of
links is large.

The problem of how to design an optimal bandit algorithm
in both stochastic and adversarial regimes was first intro-
duced in [33]. Then, a practical algorithm for both stochastic
and adversarial regimes, called Exp3++ algorithm, has been
proposed in [34] to achieve almost optimal performance.
Based on this article, [31] also presents an algorithm that
can achieve near optimal performance in both stochastic and
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adversarial regimes. They derive a logarithmic pseudo-regret
bound for the stochastic case and a polynomial pseudo-regret
bound for the adversarial case. These works are all based on
the Exp3 algorithm. However, [35] points out that the Exp3
algorithm is a special case of the implicitly normalized fore-
caster (INF) algorithm (or online mirror descent algorithm)
by using negative entropy. Recently, based on the Tsallis
entropy and the INF algorithm, [36] proposes an optimal algo-
rithm (called the Tsallis-INF algorithm) for both stochastic
and adversarial regimes. The numerical results show that the
Tsallis-INF algorithm is better than the Exp3++ algorithm.
In this article, we propose an SAO-FD-CSMA algorithm to
solve this stochastic and adversarial bandit problem. The SAO-
FD-CSMA algorithm is based on the Exp3 algorithm, which
can significantly improve the network performance and outper-
forms the state-of-the-art bandit algorithms, such as the INF
algorithm, TS algorithm, and UCB1 algorithm.

III. SYSTEM MODEL

We consider an FD-enabled CSMA network with K links
distributively located in an area, as shown in Fig. 1. These links
share the same frequency band and operate with the CSMA
protocol. Each link consists of an FD-enabled transmitter—
receiver pair (i.e., the Tx-Rx pair). With FD capability, both the
transmitter and receiver can transmit and receive on the same
band simultaneously. When the CSMA protocol is adopted, the
carrier-sensing and random back-off mechanism are employed
to coordinate the transmissions on different links.

A. Signal Model

Let Py be the TP at the Tx-Rx pair of FD link k. Different
FD links may use different TPs. We assume that the channels
between Tx — Rx and Tx <« Rx are symmetric. Thus, the
received signals at Rx; and Txy of link k are

{ YRy, = X1x, + SIrx, + Alrx, + 7, Txx — Rxg

1
Y1y, = Xrx, + Sltx, + AlTy, + 1, Rxp = Txg M

where Xrx, and X1y, represent the transmit signals of link k.
Without loss of generality, assume that both Xrx, and Xty
follow the Gaussian distribution with zero mean and the
same variance PGty Rx,, Where Grx, Rx, 1s the channel gain
between Rx; and Txy . In addition, n is the background noise
with a nominal power of o2

As for FD communications, the RSI on each link that caused
by the RF leakage and the imperfect self-interference cance-
lation, needs to be considered. Terms Sltx, and Slgrx, in (1)
represent the RSI attribute to nodes Tx; and Rxg, respectively.
We assume that the Tx-Rx pair has the same RSI cancelation
capability. According to [37], it is reasonable to assume that
RSI follows a Rayleigh distribution with zero mean and vari-
ance Py, where xi is the self-interference suppression ratio.
In addition, Altx, and Alry, are the accumulative interfering
signals imposed on Tx; and Rxy, coming from other con-
current active in-band links. Then, the interference powers of
Alry, and Algy, can be calculated as

O, = Z P;j(G1x.Ry; + GTx ;) (2)
JEA jFk
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and

O Ry = Z P;j(GRrx.Rx; + GRx;.Tx;)

JEN j#k
where P; is the TP of link j. Note that set A can be determined
by the carrier-sensing graph, which will be introduced in the
forthcoming section. The received signal-to-interference-plus-
noise ratios (SINRs) at TX; and RXy of link k are, respectively

3)

tx _ PkGTXk,RXk (4)
Vi = 2 2
XiPr + 0j 1y, 07
and
X __ PkGTXk,RXk (5)

= 2 .
XkPr+0f gy, T 07

The achievable transmission rate depends on the received
SINR and corresponds to the selected modulation and coding
scheme [38]. In general, a link can only support a limited num-
ber of transmission rates. In this article, we adopt the piecewise
constant rate model in [38] to identify each link’s transmission
rate according to their received SINR. Specifically, assume that
link k has an available set of transmission rates, Cj in ascend-
ing order, i.e., c; < ¢ < - < ¢|¢;|- Each ¢; corresponds to
an SINR interval [H;, Hiy1], as shown in Fig. 2. Thus, each
SINR can map to a corresponding transmission rate. Note that,
for an FD link, the transmission rates between Tx — Rx and
Tx < Rx is different since the interference experienced by Rx
and Tx may not be the same. For example, if y;* € [H;, Hi11]
and y,ﬁx € [Hj, Hi+1], the achievable rates of Txy — Rxx and
Txy < Rxy are ¢; and cj, respectively. Therefore, the total
transmission rate of link & is

(6)

U = ¢ +¢j.

B. Carrier Sensing Graph and Feasible Transmission State

In the 802.11 CSMA protocol, a node needs to sense the
channel states before initiating its transmission. If the sensing
result is idle, it waits a distributed interframe spacing time. It
then uniformly selects a back-off time counter value from the
range of [0, CW], where CW refers to the contention window
which is initially set to CWpn. The back-off counter value is
decremented by one for each slot if the channel remains idle.
When the back-off counter reduces to zero, this station starts
its transmission. If the channel is sensed to be busy before
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Fig. 3. (a) Three FD-links’ network topology and the corresponding carrier-
sensing graph. (b) State transition diagram of the time-reversible Markov
process of the left network.

the back-off counter value reduces to zero, it is frozen and
resumes when the channel is detected to be idle again.

The carrier-sensing operation of the FD-CSMA networks
is different from that of the HD-CSMA networks. Here, we
introduce the pairwise carrier-sensing model to capture the
carrier-sensing relation. Specifically, consider two FD links,
i.e., links i and j. We say link i can sense link j, if the following
inequality is satisfied:

Pj(GTX,',RXj + GTXi,TXj) > Si (7)

where S; is the CST' of link i. In a general network with
multiple links, we define a carrier-sensing graph as an undi-
rected graph, G = {V, &}, to capture the carrier-sensing
relation between links. In this graph, links are viewed as
a set of vertices denoted by V, and £ is the set of edges,
which can be further written as a K-by-K matrix. That is,
E = Jey;ep;...;ex], where the kth row vector is e, =
lex,1, ex2, ..., exk]. If e;; = 1, this means that link i can
sense link j, and e¢;; = 0 otherwise. We further assume that
the sensing is symmetric, i.e., e;; = ¢; ;.

Based on the carrier-sensing graph, we define the feasible
transmission state as a subset of vertices such that no edge
connects any two of them. To avoid some ambiguity with the
notion A, we assume that there are N feasible transmission
states in G, denoted by F = {fi,i =0,1,...,N — 1}, where
fi=1{fl,k=1,2,... K} is the ith feasible state. If f{ = 1, it
means that link k& can be active in the ith feasible state, and
f,£ = 0 otherwise. Note that a network with K links has total
2K states, but the number of feasible states can be much less
than this value because of the contentions among links. For
example, there are three links in Fig. 3(a). The total number
of states is 23 = 8, but the number of feasible transmission
states is only 6 because link 1 and link 2 cannot transmit
simultaneously. The six feasible states are

F ={(0,0,0),(1,0,0),(0,1,0), (0,0, 1), (1,0, 1), (0, 1, 1)}.
®)

Here, an empty state (0, 0, 0) means that the original state of
a network is (0, 0, 0), i.e., no link is active.

C. Time-Reversible Markov Network and Throughput
Calculation

Our work can fit into the “ideal CSMA” network ICN
model [11]. As shown in Fig. 3(b), the transition among

1We obscure the notions of energy detection threshold and CST by using
CST for clear channel assessment in the CSMA protocol.
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feasible states in ICN forms a CTMN. Therefore, the trans-
mission durations of all feasible states can be obtained through
computing its stationary distribution.

Let T.q be the back-off counter value, which is a random
variable with an arbitrary distribution. So the birth rate of a
link (i.e., a link from idle state to transmission state) is A =
1/E[T.q], where E[ - ] is the expectation operator. Similarly,
the death rate of a link (i.e., a link from transmission state to
an idle state) is u = 1/E[Ty], where Ty is the transmission
time of a data packet with an arbitrary distribution [11]. We
define a LAI p on a link as the ratio of its mean transmission
time to its mean back-off time, i.e.,

p= log(w) = log<&). 9
E[Teq] w

Specifically, let Ax and w; denote the birth rate and death
rate of link k, respectively. Given a set of LAlIs p =

{p1, p2, ..., pk}, the stationary distribution of the feasible
state f* is
1 K
My = B—exp<Zf,;pk>, i=0,1,....N—1 (10
r k=1
where

N—1 K

Bw=§:wm(§:ﬂm>. (11)
j=0 k=1

Note that the external summation of (11) operates on the set of

all feasible transmission states in F. Recall the state transition

diagram in Fig. 3(b) and leveraging (10), the probabilities of

the six feasible states in (8) are

7F = {7000, 100, 77010, 7001, 7101, 011}

A A2 A3 AIA3 A2A3
=7T000{1,—,—,—,—, } (12)
K1 2 U3 I3 U2U3
where mog9 = 1/B;, i.e.,
! (13)
70000 = ML M L ha L s ks
T T T R TETE

The throughput of link k in a feasible state f' is Uk, iTli
when link & is active (i.e., f,i = 1), where vi; € Cy is the
transmission rate at feasible state i of link k [21]. Then through
summing over all feasible states, the throughput of link k can
be obtained as

N—

N—1 _
Te= Y ity =5 3w [ [
i=0 i

"= k=1

—_

(14)

where vr; € Cy and f,é € F are determined by the carrier
sensing graph G. Therefore, 'y, is a function of p, Pk, and Sy.

IV. PROBLEM FORMULATION

We aim to improve the network-level throughput of an FD-
enabled CSMA network by adjusting each link’s TP, CST,
and LAI. This problem (refer to a master problem) can be

11811

formulated as the following optimization form:

Z log T'x
keV

(M) max
Pks Pre, Sk

N—1
s.t. Ty = Z Uk, iTli
i=0

ok € RT P ePy, and Sy € S, (15)

where P, and S; are the available set of TP and CST on
link k, respectively. Here, we consider the proportional fair-
ness by using the logarithmic basis function log. The objective
function in the problem formulation together with our method
can be generalized to any network utility function, as long as
it is concave, increasing, and differentiable.

It is difficult to get an analytical solution for (15) because
of the implicit relationship among Py, Sk, vk, and pg. Also,
the finite discrete values of P and S; will result in a
nonconvex problem of (15). Furthermore, there is no mes-
sage passing among links in such a fully distributed CSMA
network. To overcome these challenges, we propose to design
a fully distributed online algorithm to approximately solve
this throughput maximum problem. In order to better under-
standing the mechanism of the proposed online algorithm,
we decompose the master problem (i.e., problem M) into
two subproblems, i.e., subproblem 1 and subproblem 2. The
subproblem 1 is a joint congestion control problem at the
transport-layer and scheduling problem at the MAC-layer,
accounting for the optimality of link’s LAI when the TP and
CST pair is fixed; while the subproblem 2 is a parameter selec-
tion problem at the PHY-layer by considering the TP control
and CST adjustment, when the link’s LAI is given. In the fol-
lowing, we show how to construct and solve the subproblem 1
and the subproblem 2 by using the optimization tool and the
bandit theory.

A. Subproblem 1: Joint Congestion Control and Scheduling
Problem

We first to obtain the subproblem 1 from the master
problem (15) by fixing the TP and CST paramerters.

Lemma 1: Given the link’s TP and CST, problem M can
be reformulated as a joint congestion control and scheduling
problem, i.e.,

N—1
Pr1n n})zkix Vv Z logl'y — Z 7pi log 7yi
keV i=0
N-1
s.t. Ty < Z Uk,l'fl,’fi VkeV
i=0
N—1
anf =1and pp € RT (16)
i=0
where V is a positive constant weighting factor.
Proof: See Appendix A. |
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According to [39], it is easy to prove that problem (16) is
convex. Thus, the Lagrange function of (16) is given by

N—1
LT, x;B,n) = VZlog 'y — ani lognfi
i=0

keV
N—1
+ Z B (Z Uk, iTTpi — Fk)
keV i=0

a7

N—1
— n(Z Tpi — 1)
i=0

where B; and n are the dual variables. Then, the Karush-
Kuhn-Tucker (KKT) conditions of (16) are

N—1
Z Uk, iTTpi — I'r>0 VkeV

(18)
i=0
N—-1
Z =1 (19)
i=0
B =0, VkeV (20)
N—
Br Z Uk, iTTpi — Fk) =0, VkeV 21
i=0
Vv
— —Bk=0 VkeV (22)
Ik
—1 —lognfi—I—Z,BkUk,,-—n =0,i=0,1,....,N—1.
keV
(23)
By solving the above equations, we obtain that
N—1
Nt = log<z eXP(Z ,BkUk,i>> —1 (24)
i=0 keV
and
ex ;
7= N_F(Z"Evﬂ"vk”) L i=0,1,... N—1.
>ico exp(Xiey Brvk.i)
(25

In addition, by solving (21) and (22), a subgradient of dual
variable B is obtained by

N-1

o
. Vv
B = [E - ; Uk,iﬂfi:|

where Q; is the projection operation that bounds By into the
interval of [Bmin, Bmax]. Both the dual variable B; and the
prime variable i have specific physical meanings, where S
can be regarded as a virtual queue of link k£ and i is viewed

(26)

as the probability of feasible transmission state f*. These obser-
vations can be benefit in designing a distributed algorithm for
problem P1 in Section V-A.

B. Subproblem 2: Parameter Selection Problem

The goal of the parameter selection problem is to determine
the best TP and CST for each FD-link when the LAI is given,
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which can be directly written as

P2 log T
(P2) arg max > logIy

keV
N—-1
s.t. T’y = Z Uk, iTUgi VkeV
i=0

P, € P, and S; € Si. 27

This is a nonconvex problem. Meanwhile, adjusting each link’s
TP and CST will change the network’s carrier-sensing relation
and contention graph, leading to a computationally intractable
optimization problem. Therefore, the online learning method
can be adopted to tradeoff the exploration and exploitation
dilemma, i.e., each link needs to explore all TP and CST
pairs sufficiently and to exploit the current best TP and CST
pair as much as possible so as to reduce the performance
loss. In fact, we incorporate P2 into the MPMAB framework,
where the FD-links are the players and the combinations of TP
and CST are the arms. The rewards are the link’s normalized
throughput, which are generated by solving the subproblem
1. So it is easy to bound it in the range of [0, 1]. Time
t is slotted and each player aims to selfishly maximize its
total reward (namely, the link’s accumulated throughput) up
to time horizon 7. In the following, we give some notations
and terminologies to the MPMAB framework.

Let K = {1,...,K} be the set of players, referring to
all the FD-links. Each player has an available set of arms
to choose from, i.e., the combinations of TP and CST. Let
A = {ak1, ak2, ..., ax 4, ) denote the arm collection of
link k. Note that set Ay is the Descartes product of sets P and
Sk, i.e., Ay = Pr @ Sk, where Py = {Px.1, Pi2, - -- s Prpy}
and Sy = {Sk.1,Sk2, ..., Sk 5.} At the beginning of each
time slot #, each player chooses an arm and then observes
a reward. We assume that the time slot is sufficiently large
enough so that the Markov chain can reach its steady state. In
the simulation part, each time slot consists of 40 epoches.

The reward of link k by selecting arm i is defined as its
normalized throughput

- Faki
rak‘i = F_]f (28)
where I'} = max; Ti(ak,), i=1,...,| Al is the maximum

observed throughput that link k experienced. Define the total
rewards of link k by

T

R = riet(0)

=1

(29)

where £F is the index of the selected arm at time slot ¢ of
link k.
Define the regret of link k as its performance metric by

T
Regy = max (rk,,»(t) ~ et (r)) VkeK  (30)
ax ) ,
=1

where i = 1,..., | Ax|. Here, we adopt the definition of weak
regret [40] for our bandit problem, which is the difference
between the best arm’s rewards and the currently received
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Algorithm 1 Optimal FD-CSMA Algorithm Run by Link k&

1: Initialize: CSMA parameters Ay, (g, hyper-parameter V, v, Q,

2: For each epoch b, generate a packet with mean 1/A; and expo-
nentially transmission duration (in terms of the number of slots)
with mean 1/

: Continuously run the FD-CSMA protocol

: Record the number of successful transmissions N

: Update the virtual queue fj according to:

L Brb 4+ 1) < [Be(®) + v(b)(V/Bi(b) — vgNp)]

: Adjust A and uy by using B = (1/vg) log(Ag/ i)
: Return to step 2

0N AW

rewards. Therefore, the total weak regret of the MPMAB
problem is simply computed as

K

Reg = Z Regy.
k=1

€29

Note that, although we adopt the regret definition of adversar-
ial MAB, the type of the rewards in the FD-CSMA network
is between stochastic and adversary.

V. FD-SAO-CSMA ALGORITHM

In this section, we give an optimal FD-CSMA algorithm
for P1 in Section V-A and an SAO algorithm for P2 in
Section V-B. Thereafter, we present an SAO-FD-CSMA algo-
rithm in Section V-C to approximately address the master
problem by solving P1 and P2 alternately. These algorithms
are all distributed and easy to implement.

A. Optimal FD-CSMA Algorithm for Subproblem 1

We first design a subgradient method for P1 by using the
subgradient of dual variable B in (26), which can converge to
the optimal LAI. To achieve this, link & just needs to record the
number of successful transmissions (accounting for the term
ny:—ol i) at each epoch. Then, it updates Sx by using (26).
Through calculating the stationary distribution of the feasible
state f' in (10) and the equation of prime variable 7, in (25),
we obtain that Srur = pg, i.e., Br = (1/vr) log(Ar/ k). At
last, link k£ adjusts its CSMA parameters p and A such that
Br = (1/vr) log(Ax/ k).

The optimal FD-CSMA algorithm was given in
Algorithm 1, operated by link k. At the beginning of
each epoch b, link k runs the FD-CSMA protocol which
generates a packet with mean 1/A; and exponentially trans-
mission duration with mean 1/u,. Then, link k records the
number of successful transmissions, denoted by N,. At the
end of each epoch, link k updates its virtual queue B and
the CSMA parameters according to the subgradient method
and expression By = (1/vx)log(Agx/mk), respectively. For
the subgradient method, v is the step size that controls the
convergence rate of Algorithm 1. Note that vy is the data rate
that does not change during each epoch.

We design a CSMA DESim to evaluate Algorithm 1
with MAC/PHY parameters (e.g., time slot, CW range) in
802.11g [39] based on the MATLAB platform. Table I shows
the normalized throughput of different contention graphs in
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Fig. 4. Number of successful transmissions via epochs by running
Algorithm 1 with contention graph of network topology shown in Fig. 3(a).

paper [41] (see Fig. 2) by using the DESim, back-of-the-
envelope (BoE), and CTMN methods in HD-CSMA network
with fixed LAL All results are obtained running over 1000
Monte Carlo simulations. It can be seen that the normalized
throughput of DESim is very close to that of BoE method in
all the cases.” This indicates that the designed DESim method
can essentially capture the features of the CSMA protocol.
Based on the designed DESim, we then run the optimal
CSMA algorithm under the FD-CSMA network with the con-
tention graph of network topology in Fig. 3(a). Note that, by
using the DESim, we can easily adapt the HD-CSMA network
to the FD-CSMA network. Fig. 4 shows that the number of
successful transmissions received in an epoch changes with
the epoches when the step size v = 0.01 and the constant
V = 10°. The total epoches are By = 40 and the length
of each epoch is 40000 us, The projection range of dual
variable fy is set that By = max{0, log(,ug log(10/9)/CW)}
and Bmax = 10g(,u2 log 10), where ug is the initial value of
the expected transmission time of link k. From Fig. 4, we
can see that the number of successful transmissions at three
links increases with epoches, and finally reach their maximum
value. This states that the optimal FD-CSMA algorithm can
maximize the network throughput by adaptively adjusting each
link’s LAI parameter. Also, it can be seen that the performance
of links 1 and 2 are about half of the link 3, since there is a
contention relationship between links 1 and 2 as in Fig. 3(a).

B. Stochastic and Adversarial Optimality Algorithm for
Subproblem 2

In bandit theory, the player’s goal is to sequentially pick
up the best action from a known set so as to maximize its
accumulated reward. At each time slot, the player draws an
arm and observes a reward from the environment. According to
the received rewards, MAB problem can be typically classified
into two groups, i.e., the stochastic MAB and the adversary
MAB. However, we notice that, in the FD-CSMA network, the
rewards (i.e., the normalized throughput) are neither stochastic
nor adversary. This is because that the interactions among links

2For convenience, we just present the main results in here. More details
please see [41] Fig. 2.

Authorized licensed use limited to: Hong Kong University of Science and Technology. Downloaded on October 25,2022 at 13:30:30 UTC from IEEE Xplore. Restrictions apply.



11814 IEEE INTERNET OF THINGS JOURNAL, VOL. 8, NO. 15, AUGUST 1, 2021

TABLE I
NORMALIZED THROUGHPUT VERSUS DIFFERENT CONTENTION GRAPHS OF NETWORK TOPOLOGIES
(AS IN [41] F1G. 2) BY USING THE DES1M, BOE, AND CTMN METHODS

# Contention graph
(N ) (©) 4)
BoE (1,0,0,1) (0,1,1,1) (1,0,0.5,0.5) (0.75,0.25,0.25,0.25,0.5)
DESim (0.96,0.01,0.01, (0.00,0.98,0.98, (0.98,0.00, 0.60, (0.81,0.26,0.32,0.31
0.96) 0.98) 0.56) 0.55)
CTMN (0.74,0.49,0.49, (0.18,0.86, 0.85, (0.95,0.47,0.71, (0.67,0.50,0.49, 0.50
0.75) 0.85) 0.72) 0.66)
# Contention graph
5) (©) ™) ®
BoE (0.4,0.4,0.4,0.4,0.4) (1,0,0,1,0,1) (0.5,0.5,0.5,0.5,0.5,0.5) | (0.2,0.4,0.4,0.8,0.6,0.6)
DESim (0.47,0.46,0.47,0.46, | (0.94,0.01,0.02,0.94, (0.50,0.48,0.47,0.51, (0.22,0.49,0.48,0.84
0.45) 0.02,0.94) 0.51,0.48) 0.66,0.67)
CTMN (0.61,0.61,0.61,0.60, | (0.85,0.11,0.11,0.86, (0.85,0.84,0.62,0.62, (0.48,0.60,0.60, 0.84
0.61) 0.14,0.86) 0.84,0.87) 0.75,0.74)

form a game environment. In other words, each link only aims
to selfishly maximize its own accumulated rewards, regardless
of others.

Therefore, we propose an SAO algorithm for P2, as shown
in Algorithm 2. The SAO algorithm can achieve the optimal
regret bounds of O(,/KTlogT) for the adversary MAB and
O/ _;logT/A;) for the stochastic MAB, where A; is the
performance difference between the ith arm and the optimal
arm. From Algorithm 2, we can see that the SAO algorithm

Algorithm 2 SAO Algorithm Run by Link &

1: Initialize: Ry ;(1) =0 Vie Ay,

2: Input: wy ;(1) with prior information &y ;(1)

3: for each phase z=20,1,2,... do

4 Set x; and 6, according to (34) and (35)

5 while max; Ry (1) < 0; — | Al/x; do

6: Compute all arms’ PMF ¢ ;() using (32)
7

8

9

Draw am arm S,k according to gg(r)
Run FD-CSMA protocol with DESim
Observe a transmission outcome . k(t)

10: Compute the estimated reward of each arm:

is proceeding in phases. The length of each phase is con-
trolled by the estimated total rewards Ry and the exponentially ) r.i(0) )
increasing bound 6,. At each time slot, the player selects Tki(t) = k,i(t) ]lé,k:i Vie Ay
am arm (i.e., the combination of TP and CST) according .
11: Calculate the estimated total reward of each arm:

to probability distribution g. Then, it receives the normal-
ized throughput as a reward Th k(t) bounded in [0, 1]. By
observing this reward, it can update its selection strategy

Rei(t+1) = Ry j(0) + i i(5) Vi€ Ag

12: Update each arm’s weight using (33)
as in Exp3 algorithm. However, although our SAO algo- 13: Update the time slot: t = ¢ + 1
rithm is based on the Exp3 algorithm, but has the following 14: end while
featureS. 15: end for

First, the SAO algorithm starts with a prior knowledge of the
weight at each arm, which can help accelerate the convergence
rate. The empirical probability mass function (PMF) of each
arm of link k is given by

wi,i(2) Xz

i = 1_ I A 1Al
ki) = (1 = x )ZjEAwk,j(f) | Al

(32)

where

wii(t) = c?)k,i(l)exp< — Ry z(t)> (33)

| Akl
Thus, g (¢) is a function of the updated weight wy; and
the learning rate x,; while the wy ;(r) is a function of the
initial weight wy ;(1), the learning rate x., and the accumu-
lated estimated reward Ry ;(¢). Therefore, if the initial weight

is replaced by the prior knowledge [i.e., & ;(1)], Algorithm 2
can converge fast with a proper ;.

Second, we provide an upper bound for the maximum
estimated accumulated rewards to reduce its variance by
adjusting y,. According to (32), each player should start with
a big x, to explore all the arms often enough; then it decre-
ments by time slot to exploit the good estimation arm more
greedily. Thus, x, can be selected as

~ { /|Ak|log<|Ak|>}
X;=miny 1, | —————
(e = D)6

(34)
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Algorithm 3 SAO-FD-CSMA Algorithm Run by Link &

: Initialize: Parameters in Algorithm 1 and Algorithm 2
: Choose a pair of TP and CST according to g
Determine the transmission data rate vy

Run the optimal FD-CSMA algorithm in Algorithm 1
Compute link’s normalized throughput ry

: Run the SAO algorithm for one slot (i.e., Algorithm 2)
Update arms’ probability distribution gy,

: Return to step 2

AN A T

where

o = [ Al log(lAk|)41. (35
(e—1)

By substituting 6, into (34), we have x, = 27¢ which is
decreasing exponentially. When z is sufficiently large, the sec-
ond term of (32) will tend to 0. As a result, the empirical
PMF can converge to the actual PMF. That is, Algorithm 2 can
choose the optimal arm with a high probability. Specifically,
let Rei(t +1) = 3!, #i(s) and according to 7 ;(r) =
[l’k’i(t)/Qk’i(f)]]lgtk:i, it is easy to obtain that E[7y ;(£)] = r.,i (1)

and
— gk, i(s) 2 )
Gk,i($) i)

where Var[ - ] is the variance operation. So we conclude that
increasing the selection probability will reduce the estimation
variance of IA?/(, i» and hence a tighter upper regret bound can
be achieved.

(36)

t
Var[Re, it + 1)] = Z(

s=1

C. SAO-FD-CSMA Algorithm

We put forth an SAO-FD-CSMA algorithm, as shown in
Algorithm 3, to address the master problem of (15) by run-
ning Algorithms 1 and 2 alternately. In the following, we
show the feasibility of the proposed algorithm in the practical
implementation and introduce its time structure.

All FD-links adopt the CSMA protocol to coordinate their
transmissions as in [7]. In this distributed network, each FD-
link runs the SAO-FD-CSMA algorithm asynchronously. First,
each FD-link picks up a pair of TP and CST from its local
cache. Note that the sets of TP and CST can be different for
different FD-links. Then, according to the modulation scheme
and the received SINR, the PHY-layer can determine a proper
data rate for each FD-link. Meanwhile, the MAC-layer and the
transport-layer need to activate the links with a high data rate
and less contention so as to maximize the network throughput.
In other words, through observing the number of successful
transmissions, each FD-link can find the optimal LAI by run-
ning Algorithm 1 to solve subproblem 1. At last, by using
the SAO bandit algorithm, each link can find the best TP
and CST pair when the time horizon is sufficiently large. The
detailed operation steps are given in Algorithm 3. Therefore,
the proposed SAO-FD-CSMA algorithm is fully distributed
and easy to implement in the practical network.

Fig. 5 is the time structure of Algorithm 3. We can see
that each time slot includes B epoches, used to transmit data
and to find the optimal LAI by running Algorithm 1. At the
beginning of each time slot, the SAO bandit algorithm is used
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Epoch structure: Epoch 1 | Epoch 2 |

(Algorithm 1) Iy

ififi]1
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Time slot structure: Li23(4)51¢]7]8 (9
(Algorithm 2)
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Phase 1 Phase2  Phase 3 e oo

Fig. 5. Time structure of the SAO-FD-CSMA algorithm.

to choose a proper TP and CST pair for each link. During
each epoch, the link runs the optimal FD-CSMA algorithm
to find the CSMA protocol’s optimal LAI. Then, the normal-
ized throughput generated by solving subproblem 1 is used to
calculate arms’ probability distribution, i.e., gk, which in turn
influences the selection of TP and CST pair. To sum up, the
proposed SAO-FD-CSMA algorithm is fully distributed and
easy to implement in the practical network.

VI. PERFORMANCE ANALYSIS

In this section, we give a convergence analysis for the
optimal FD-CSMA algorithm and an upper regret bound for
the SAO-FD-CSMA algorithm. Since the SAO-FD-CSMA
algorithm is a combination of Algorithms 1 and 2, the analysis
of the upper regret bound of the SAO-FD-CSMA algorithm
can be much different from the results in [40]. We need
to provide a convergence analysis for Algorithm 1 before
constructing this upper regret bound.

According to [42] and [43], the optimal CSMA algorithm
can be regarded as a stochastic approximation algorithm with
controlled Markov noise. The main difficulty in analyzing the
convergence of Algorithm 1 is the fact that the updates in the
virtual queues, and hence in the CSMA parameters, depend-
ing on the random service processes (N,) at the receiver and
transmitter. To proof the convergence of Algorithm 1, we need
the following assumption.

Assumption 1: If B € Ry Vk € V solves, flug; =
Vexp(Xy fimyi), then pmin < B0 < pmax v e V.

As a result, we can give the convergence result of the
optimal FD-CSMA algorithm as following.

Theorem 1: Assume Y o v(b) = oo and Y o° v(b)? < oco.
Under Assumption 1, for any initial condition f; Vk € V),
optimal FD-CSMA converges in the following sense:

lim Bx(b) = B and lim Iy(b) = I}, almost surely

b—o00 b—00
where B/ and I'; are the solution of subproblem 1 in (16).

Proof: See the proof of [39, Th. 1]. [ |

Remark 1: By choosing diminishing step-sizes,
Algorithm 1 will converge to the optimal throughput.
This means that there is an upper bound for each link’s
average throughput. In other words, the rewards of the SAO-
FD-CSMA algorithm are bounded and can be normalized
into the range [0, 1]. This observation is critical to derive an
upper regret bound for the SAO-FD-CSMA algorithm.

Remark 2: We can choose a proper hyper-parameter V to
control Algorithm 1’s convergence rate. Specifically, a large
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TABLE I

FD-CSMA NETWORK SIMULATION PARAMETERS

Symbol Description Value
P set of TP (10,15,20) dBm
Sk set of CST (=70, —80,—90) dBm
Cp set of data rate (20, 50,100, 150) Mbps
fe center frequency 5 GHz
B bandwidth 40 MHz
t length of time slot 9 us
DIFS/SIFS | DIFS and SIFS duration | 34 ps/ 16 us
Ccw contention window 32
Lpata length of a data packet 12000 bits
Lack length of ACK packet 304 bits
RTS/CTS | length of RTS and CTS | 160 bits / 112 bits
Epoch length of a data frame 4 % 10* ps

value V tends to improve the efficiency of the algorithm; while
the downside is that a large V decreases the convergence rate.
Therefore, a proper V can be selected by carefully tradeoff the
efficiency and the convergence rate of Algorithm 1.

Next, we give an upper regret bound for the SAO-FD-
CSMA algorithm. Unlike the traditional MAB problems,
rewards are well-defined in the case of the stochastic or adver-
sarial bandit. Here, the rewards are between the stochastic
bandit and adversarial bandit. On the other hand, the only con-
straint on the rewards is that they are bounded in the range of
[0, 1], which holds based on Theorem 1. For convenience, we
mark Rimax = MaXje 4, ZLI rj() and My = |Al|. Then,
the upper regret bound of the SAO-FD-CSMA algorithm can
be constructed in Theorem 2.

Theorem 2: For any M} > 0 where k € K

Reg = > (8v/e = 1y/RemanMi In My + 8(e — DM
keK

+ oM, 1an) (37)
holds for any assignment of rewards and 7 > 0.
Proof: See Appendix B. |
Remark 3: Theorem 2 shows that the regret of link k& up
to 7 will not exceed O(\/Rk maxMiInMy). Compared with
O(V/TMy In M), which is the upper regret bound of the orig-
inal Exp3, it is substantial tighter since Ry max < T always
holds. More importantly, Ry max < T also indicates that when
T — oo the per-round network-level regret will tend to 0. In
other words, the proposed algorithm will converge when the
total time slot T is sufficiently large.

VII. NUMERICAL ANALYSIS

In this section, we conduct several simulations to evalu-
ate the performance of the SAO-FD-CSMA algorithm and
to compare the performances of FD-CSMA networks with
HD-CSMA networks. The CSMA network parameters are cho-
sen according to IEEE 802.11ax standard [44], as shown in
Table II. All numerical results come from at least 1000 Monte
Carlo trials.
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Fig. 6. (a) Network with three FD-links uniformly distributed in a
(100x 100) m? area. (b) Network with six FD-links uniformly distributed
in a (100x100) m? area.

We first consider two network scenarios, where there are
K = 3 and K = 6 FD-links uniformly distributed® in a
(100x 100) m? area, as shown in Fig. 6(a) and (b), respectively.
The transmitter (Tx) of each link was first generated uniformly
in this square area. Then, we place the receivers (Rx) such
that the angle and distance parameters of each link are gener-
ated from uniform distributions with [0, 27r] and [dmin, dmax],
respectively. We adopt the exponent path-loss channel model
in the simulation. Thus, the channel gain G, Rryx, is calculated
by PrDod(Txx, Rxx) ™%, where « is the path-loss exponent and
d(Txg, Rxy) stands for the Euclidean distance between Tx
and Rx; of link k. The reference path gain Dy is computed
by (G,G,I?)/((4dp)’L), where G; and G, are the transmit
and receive gains, respectively. In addition, L is the loss of
system hardware, and dy is the reference distance with unit
m. Here, we set G; = 1,G, = 1, L = 1, and dy) = 1 m.
The term [ is the wavelength of the central carrier frequency
of 5 GHz. We assume that all links have the same available
set of transmission rates, TPs, and CSTs, as given in Table II.
Thus, the number of the combinations (or arms) of TPs and
CSTs at each link is 3 x 3. The background noise level is set
to —95 dBm. Then, the received SINR at the TX and the RX
node of an isolated FD link is at least 105 dB. As a result, it
is reasonable to set the RSI cancelation parameter x; as 100
dB, for all k € K.

For the SAO-FD-CSMA algorithm, the parameters of step
size v, constant V, and the projection range of dual vari-
able B are the same as in that of Fig. 4. We start with an
optimistic initial value for the SAO-FD-CSMA algorithm to
accelerate the convergence rate. The optimistic initial value
can be some prior knowledge which usually comes from
the device’s self-configuration phase and proceeds during the
network initialization. Thanks to MPMAB framework’s online
learning feature, the prior knowledge can be easily integrated
into the SAO-FD-CSMA algorithm. In simulation, we give
higher weights for the arms that performed better in the his-
torical simulations as the prior knowledge. Each time slot
consists of 40 time frames.* In addition, Algorithm 2 precedes
in phases and updates to next phase depending on the max-
imum estimated accumulated rewards and according to (34)
and (35). Moreover, we adopt the round-Robin method to form

3Notice that the links’ geographic position can be arbitrary distribution.

4To reduce the simulation time, we use total 40 epoches to approximately
approach the optimal network throughput when the TP and CST are given.
This approximation error is small when the number of epoches exceeds 40.
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(a) Average throughput of three FD links, (b-d) the number of selected times at each arm for each link, by running the SAO-FD-CSMA algorithm

with an optimal LAI in the network scenario of Fig. 6(a). (a) Average throughput. (b) FD link 1 (Player 1). (¢) FD link 2 (Player 2). (d) FD link 3 (Player 3).
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(a) Average throughput of three FD-links, (b-d) The number of selected times at each arm for each link, by running the SAO-FD-CSMA algorithm

with a constant LAI in the network scenario of Fig. 6(a). (a) Average throughput. (b) FD link 1 (Player 1). (c) FD link 2 (Player 2). (d) FD link 3 (Player 3).

the interaction mechanism among links. Thus, each link makes
up one-third of the total time slots 7.

Figs. 7 and 8 show the performance of the SAO-FD-CSMA
algorithm with an optimal LAI and a constant LAI in the
network scenario of Fig. 6(a), respectively, where the total
time slot 7 is 12000. The Optimal LAI was obtained by the
Optimal FD-CSMA algorithm. The path-loss exponent « is
set to 4 and the distance between TX and RX nodes in an FD
Link is between interval [dpmin, dmax] = [2, 5]. From Fig. 7(a),
we can see that the average throughput of link 1, link 2,
and link 3 are 0.1480 Gb/s, 0.1595 Gb/s, and 0.2275 Gb/s,
respectively. The total average throughput of three FD links
is about 0.5350 Gb/s, which is much higher than the result in
Fig. 8(a) that is just 0.3601. This indicates that the optimal
FD-CSMA algorithm can significantly improve the network’s
performance. Also, it can be seen that the average through-
put of link 3 is about twice as much as that of links 1 and
2. This is because links 1 and 2 are too close to each other
which cannot transmit simultaneously, as shown in Fig. 6(a).
In addition, Fig. 7(b)-(d) and Fig. 8(b)—(d) show the selected
times of each arm at each link by running the SAO-FD-CSMA
algorithm with an optimal LAI and a constant LAL. We can
observe that all links prefer to choose a big TP and CST,
since a big TP can boost the link’s data rate, and a high CST
can increase its transmission probability. However, because of
the limited number of TP and CST at each link, the results
in Figs. 7 and 8 may not exactly reveal the features of the
SAO-FD-CSMA algorithm.

Next, we compare the proposed algorithm with various
bandit algorithms in different network settings. The explo-
ration and exploitation parameter of the Exp3 algorithm is
set to 0.04 [40]. The upper bound of the estimated mean at
each arm for the UCBI1 algorithm is set to [IA?k,i(t) /Nii(0)] +

J[2logt/Ng (t)], where N ;(f) is the number of times that

arm i of link k has been selected up to time slot ¢ [30].
According to [35], the original Exp3 is a special case of
the INF algorithm with the negative entropy. Here, we adopt
the INF algorithm proposed in [36], which is based on the
Tsallis entropy regularization. For the TS algorithm, we use
the Gaussian distribution as its prior knowledge for the esti-
mated average rewards [32]. Then each player chooses an
arm according to the posterior probability that being the
current best arm. In addition, the random selection method
is simply that each player chooses a pair of TP and CST
randomly at each time slot. Since these algorithms are all
performed under the framework of Algorithm 1, we refer
them as Exp3-FD-CSMA algorithm, UCB1-FD-CSMA algo-
rithm, Tsallis-INF-FD-CSMA algorithm, and TS-FD-CSMA
algorithm.

Before comparing the performance of the above algorithms,
we give a time complexity analysis for the optimal value and
the above algorithms. The optimal value of problem (15) is
obtained by the exhaustive search method. Thus, the time com-
plexity of the optimal value method is about O(]_[kK: | MyBy),
where My, = | Ag| and By is the total number of time epochs in
a time slot. For the Tsallis-INF-FD-CSMA algorithm, it needs
to find the normalization factor for the Tsallis entropy regular-
ization by using the Newton method. So the time complexity
of the Tsallis-INF-FD-CSMA algorithm is about O(TB;W),
where W is the average number of iterations that the Newton
method can reach a sufficient precision value. In addition, the
other algorithms have the same time complexity which is linear
in terms of the time horizon T, i.e., O(TBy).

Fig. 9 compares the performances of the above algo-
rithms, and the proposed SAO-FD-CSMA algorithm with prior
knowledge and without prior knowledge in the network sce-
nario of Fig. 6(a) where « 4 and [dmin, dmax] = [2, 5].
It can be seen that, except for the random selection method,
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Fig. 9.  Total network throughput of several algorithms in the network
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Fig. 10. Total network throughput of several algorithms in the network
scenario of Fig. 6(b), where the total time slots is 12 000.

all algorithms can converge. The SAO-FD-CSMA algorithm
with prior knowledge has the fastest convergence rate and
the best performance; while the TS-FD-CSMA algorithm is
slightly lower than the proposed algorithm. Although the TS-
FD-CSMA algorithm has the same time complexity as the
proposed algorithm, the TS-FD-CSMA algorithm requires the
prior distribution of the received rewards, which is difficult
to obtain in practice. By contrast, the proposed algorithm
does not require any assumptions on the received rewards.
Furthermore, from Fig. 9, we can see that the performance of
the Tsallis-INF-FD-CSMA algorithm is close to the proposed
algorithm. However, the Tsallis-INF-FD-CSMA algorithm suf-
fers a high time complexity due to repeated recall of the
Newton method. It is well known that the UCB1 algorithm
is designed for stochastic bandits and the Exp3-FD-CSMA
algorithm is suitable for the adversarial bandits. Both UCB1-
FD-CSMA algorithm and Exp3-FD-CSMA algorithm per-
form negatively here, indicating that the interaction among
links forms an environment neither stochastic nor adversary.
Furthermore, compared with the random selection method,
the performance of the proposed algorithm is improved by
about 48%.

Fig. 10 compares the performances of the above algo-
rithms, and the proposed SAO-FD-CSMA algorithm with prior
knowledge and without prior knowledge in the network sce-
nario of Fig. 6(b). We can see that the total network throughput
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Fig. 11. Total network throughput of several algorithms for 10000 random
network scenarios, where the total time slots is 12 000.

is improved and these algorithms has the same increase trends
as in Fig. 10. However, the performance gap between the
optimal value and the proposed algorithm becomes large when
the number of links increases from 3 to 6. The reasons are that
1) The more links in a fixed area the more contentions between
links will occur, resulting in performance loss and 2) The more
links in a fixed area the more time slots are needed for the
proposed algorithm to traverse all the network states so as to
convergence to the best arm.

Fig. 11 shows the performances of the above algorithms, and
the proposed SAO-FD-CSMA algorithm with prior knowl-
edge and without prior knowledge in 10 000 random network
scenarios where @« = 4 and [dmin, dmax] = [2,5]. It can
be observed that the total network throughput of all algo-
rithms is lower than that in Fig. 9, but has the same increase
trend. Here, the SAO-FD-CSMA algorithm with prior knowl-
edge is slightly worse than the SAO-FD-CSMA algorithm
without prior knowledge. This is reasonable because one
cannot have prior information about all 10000 network sce-
narios. It can also be seen that the TS-FD-CSMA algorithm
has a similar performance as the SAO-FD-CSMA algorithm
without prior knowledge. However, the TS-FD-CSMA algo-
rithm needs some prior distribution for the estimated average
rewards. In addition, the performance of the proposed algo-
rithm is improved by about 43% compared with the random
selection method.

Fig. 12 depicts the average network throughput of the
optimal value, SAO-FD-CSMA algorithm without prior
knowledge, TS-FD-CSMA algorithm, Exp3-FD-CSMA algo-
rithm, and random selection method for different numbers of
links in 1000 random network scenarios when 7T = 12000,
o = 4, and [dnin, dmax] = [2,5]. The average network
throughput is calculated by Y, ST Tx(s)/T. It can be
seen that, except the Exp3-FD-CSMA algorithm, other algo-
rithms first increase when the number of links increases from
3 to 5, and then drop fast when the number of links exceeds 5.
The TS-FD-CSMA algorithm has the best performance when
the number of links is less than 5. But it decreases faster and
lower than the proposed algorithm when the number of links
is greater than 6. This is because the more links in the network
the more time is needed for The TS-FD-CSMA algorithm to
traverse all the network states to better estimate each arm’s
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average reward. The performance gaps between the optimal
value and other algorithms increase with the number of links.
This indicates that, in such a fully distributed network, the
more contention among links the more performance loss will
be suffered by the proposed algorithm, as well as other bandit
algorithms when the time horizon is fixed. Therefore, it is bet-
ter to choose a long time horizon 7 in high-density networks
and a short time horizon T in low-density networks.

Finally, we compare the performances of the FD- and HD-
enabled CSMA networks for different maximum link lengths
and the path-loss exponents. The minimum link length is still
dmin = 2. In order to better capture the differences between the
FD- and HD-CSMA networks, we remove the piecewise rate
model in our simulation. Fig. 13 shows the average network
throughput for different maximum link lengths by using the
proposed algorithm without prior knowledge in 1000 random
network scenarios, where T'= 12 000. We can observe that the
network throughput of both the FD- and HD-CSMA networks
decrease with the maximum link length. The reason is that
increasing dmax Will decrease the received signal power and
magnify the self-interference in the SINR. As a result, com-
pared with the HD-CSMA networks, the FD-enabled CSMA
networks suffer from more severe throughput degradation in
both three links and six links cases. More interesting, the
performance of FD-CSMA networks is smaller than that of
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the HD-CSMA networks when dpy,x > 16 (m) in both two
cases.

VIII. CONCLUSION

In this article, we have investigated the network-level
throughput of an FD-enabled CSMA network by considering
TP control, CST adjustment, and LAI adaptation. We first for-
mulated it as a network optimization problem by using the
piecewise constant rate model and the CTMN model. Then,
this problem was decomposed into two subproblems, i.e., a
joint control and scheduling problem in the transport- and
MAC-layer, and a parameter selection problem in the PHY-
layer. For subproblem 1, we presented an optimal FD-CSMA
algorithm to find the optimal LAI by using a subgradi-
ent method; while for subproblem 2, we proposed an SAO
algorithm, which is both optimal in the stochastic and the
adversarial environment, to select the best combination of TP
and CST. By emerging the above two algorithms, we put forth
an SAO-FD-CSMA algorithm to approximately address the
throughput maximum problem by solving subproblem 1 and
subproblem 2 alternately. To evaluate the proposed algorithms,
we have designed a DESim method to simulate the FD-CSMA
protocol. Theoretical results state that the proposed algorithm
can converge to the optimal value when the time horizon
T — oo. Finally, the numerical results verify the theoretical
results and show its superior performance among the state-
of-the-art bandit algorithms. In addition, we reveal that the
FD-CSMA network cannot double its throughput compared to
that of the HD-CSMA network in most cases, and even has
worse performance than that of the HD-CSMA network in
some special cases.

APPENDIX A
PROOF OF LEMMA 1

According to [45], the master problem of (15) is equivalent
to the following optimization problem:

\% Z log T'x
keV
N—1

s.t. T < Z Uk, iTTpi
i=0

(M) max
P> Pre, Sk

o € RT, Py € Py, and S € S (38)

where V is a positive constant weighting factor and the
second constraint is the feasible capacity. Thus, when Py
and Sy is given, problem (38) can be transformed to the
subproblem 1, i.e.,
N—1
(P1) max V log 'y — i log mwyi
V2 loel = 3wy logry
N—1
s.at. Ty < Z Uk, iTTyi VkeV
i=0
N—1
ani =1and py € R
i=0

(39)
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where — vaz 61 T log 7, is the information entropy that gets
the maximum value when all feasible states’ probabilities
are the same. So P1 is equal to solving the objective of
max ) .y, log 'y by introducing a deviation of 10g(|7rf,-|) /v
or log(N)/V. By taking a large value of V (i.e., V > N) in the
piratical application, the approximation error can be ignored.

APPENDIX B
PROOF OF THEOREM 2

Let Z; be the total number of phases of player K, i.e., z =
1,2,...,Z. Define By, and Tj; be the first and last time
slots of phase z, respectively. So phase z includes a sequence
of trials, i.e., {Brz, Bk;+ 1,..., Tk ;}. To proof Theorem 2,
we borrow the results of [40, Lemmas 4.2 and 4.3], where
Lemma 4.2 was used to bound the regret produced at each
phase and Lemma 4.3 limits the total number of phase at each
player. For convenience, we reproduce them as following.

Lemma 2: For any arm j and every phase z at the kth player,
the following inequality holds:

T,z Tk.;
Y ek = Y P) — 2V — 1,/6:Mi In My,
1=B,; t=DBy ;

where 6, was given in Algorithm 2.
Lemma 3: The number of phases of the kth player Z;
satisfies

ZZk—l < € 1 (e — 1)]Aek,max l

~ InM; M In My, 2"

First, according to Lemma 2, we have
T Zr Tk
Re=D ng®=2 2 ng®
=1 z=0 t=Bk.z
Zi Tk,z
> max P j(t) — 23/ — 1/0, My In M,

Note that Lemma 2 holds for any j € Ag. Recall that 6, =
M In(My)/(e — 1), so

Zy
Ry > max Ry (T + 1) —2M; In M Y 2°
jeAk / z:ZO

= kk,max — 2M; lan(22k+l — 1).

Then, by applying Lemma 3, the above inequality can be
further written as

Ry = Ry.max + 2Mj In My,

(e — DRy max
M In My, 2

e—1
— &My In M,
& In M, lan+

= kk,max —2Mi In My, — 8(e — 1)My,
— 8Ve — 1/ Ry maxMj In M. (40)

For simplicity, let f(x) = x — a/x — b (x > 0), where a =
8ve — 1 /M InM; and the constant term b = 2M; In M} +
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8(e — 1)M}. Taking expectations on both left- and right-hand
sides of (40) yields

EIR] = E[f (Remar) |

since f is differentiable and its second order derivation is pos-
itive for x > 0, and so function f is convex, by using Jensen’s
inequality, we have

o (o)) = (e[ ]

(41)

(42)

where

E[i?k,max] = El;maxf?k,j(T + 1)]
je Ax

T
ZmaX]E[R'T+1]:max 71.i(1) = Rimax-
jeAk k’J( ) jeA ; k’]( ) k,max

Therefore, it is sufficient to consider the following two cases.

) Rimax > a? /4: It is easy to obtain that function
f is increasing in the interval (a®/4,400), and then
f (E[I}k,max]) > f(Rk.max). Together with (41) and (42),
we get E[Ri] > f(Rk max), and this is equal to the kth
player’s upper regret bound.

2) Rimax =< a® /4: In the case, f is nonincreasing in
[0, a* /41, so the maximum value was attained at point O,
which f(0) = —b < 0 < E[Rg].

Thus, it is easy to consider this case.
Finally, summing over the link’s index k, we get Theorem 2.
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